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1. Introduction

This document presents a brief overview of existing SoA techniques used in the fields of various video indexing and object recognition applications of potential utility for video-surveillance objectives. The first part of this document includes a brief recall of the existing ISO/MPEG-7 technologies (Section 2). Then, section 3 presents a different description approach, based on interest point descriptors and currently highly popular in various computer vision and object/event recognition applications. Finally, section 4 considers an emerging topic of research, which concerns the issue of detecting multiple instances of objects of interest in videos.

2. MPEG-7 descriptions of video documents

2. The MPEG-7 approach

The MPEG-7 standard offers support for a complete set of media types, including visual, audio, text and 3D data and aims at covering a wide field of applications, such as video search and retrieval, broadcasting and video on demand applications, but also more specialized ones such as video-surveillance.

MPEG-7 standardizes the following tools:

- A set of descriptors (Ds) corresponding to low-level descriptions related to features such as color, shape, texture and motion in the visual case.
- A set of description schemes (DSs), corresponding to higher level descriptions and combining other descriptors and/or description schemes, fully or partially instantiated.
- A description definition language (DDL), for expressing the individual Ds and DSs and creating interpretable and interexchangeable description documents of rich multimedia content. Let us already mention that the DDL adopted by MPEG-7 is basically the XML Schema language, with some minor specific extensions.
- System tools, defining description multiplexing, transmission, and synchronization mechanisms, coded representations (both textual and binary formats) for efficient storage and transmission, tools for management and protection of intellectual property in MPEG-7 descriptions, etc.

MPEG-7 aims at being a general-purpose description standard and thus defines a large variety of Ds and DSs, including low-level visual and audio descriptors, structural and semantic content description, abstract concepts, content management and production process, information about storage media and intellectual property, and so forth. Implementing and managing the complete set of Ds and DSs adopted by the standard within an indexing system would require a huge amount of software and hardware resources. However, specific applications do not require the totality of tools included in the standard.
2.1. MPEG-7 structural description of the AV content

The structural descriptions of the AV content play a central role within the MPEG-7 MDS (Multimedia Description Schemes) part of the standard [1], aiming at providing generic and flexible mechanism for structuring and representing the AV content. A particular attention has been paid to the management of complex video materials, which generally involve a huge amount of rich and heterogeneous information, corresponding to various media types. Defining appropriate multimodal structural DSs becomes then mandatory for efficiently accessing such an important volume of information.

MPEG-7 adopted a generic mechanism, able to manage multiple data decompositions within an unified manner and consisting of:

1. Defining an abstract class, Segment DS which specifies the generic elements that are common to all types of segments, such as ids, media locators, textual annotations, temporal references and generic subdivision mechanism.

2. Creating media specific segments, defined by inheritance from the Segment DS abstract class and integrating the low level descriptors appropriate to each media type. Concretely, the most popular media specific segments considered are the following: VideoSegment DS, AudioSegment DS, StillRegion DS, StillRegion3D DS, MovingRegion DS, VideoTextDS and AudioVisualSegment DS.

3. The definition of a generic mechanism for decomposing segments into sub-segments at the Segment DS level from which specific decomposition DSs corresponding to each type of segment are derived by inheritance, offers the premises of recursively creating hierarchical descriptions with multiple trees. Four decomposition types are currently supported:

   • temporal (e.g. segmenting videos into scenes and shots), spatial (decomposition of a spatial region into subregions),
   • spatiotemporal (decomposition of a video segment into moving regions, corresponding to foreground and background
   • objects) and media (e.g. decomposing an audio-visual segment into an audio segment and a video segment).

The genericity of the segment-based approach offers an ideal framework for dealing with multiple and hierarchical table of contents, performing cross-modal queries and creating multigranular descriptions of the AV data (a segment may be represented by its own Ds or by the reunion of its subsegments Ds).

A video indexing web platform implementing the MPEG-7 structural description approach is proposed and described in [7].

As the low-level, media-dependent Ds include essential information for content-based retrieval, let us summarize now the MPEG-7 low-level visual tools.

2.2. MPEG-7 low-level visual descriptors

The MPEG-7 visual description tools [2] consist of basic structures (such as coordinate system, grid layout, time series, temporal interpolation mechanisms, multiview DS for 3D object characterization from multiple 2D projections) and descriptors that cover the following basic visual features: color,
texture, shape, motion, localization, and others. Each category consists of elementary and sophisticated descriptors. Table 1 presents the standardized visual descriptors.

<table>
<thead>
<tr>
<th>Color</th>
<th>Texture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color space</td>
<td>Edge orientation histogram</td>
</tr>
<tr>
<td>Dominant colors</td>
<td>Homogeneous texture</td>
</tr>
<tr>
<td>(histogram of structural elements)</td>
<td>(Gabor filters energy responses)</td>
</tr>
<tr>
<td>Color structure</td>
<td>Texture browsing</td>
</tr>
<tr>
<td>GoF/GoP color (mean, median or min histogram for a group of video frames/pictures)</td>
<td>(Tamura-like features)</td>
</tr>
<tr>
<td>Color layout (DCT-based coded layout)</td>
<td>Region Shape (ART - Angular Radial Transform)</td>
</tr>
<tr>
<td>Scalable color histogram</td>
<td>Contour Shape (contour scale space)</td>
</tr>
<tr>
<td>Scalable color histogram</td>
<td>3D-shape (3D shape spectrum)</td>
</tr>
<tr>
<td>Scalable color histogram</td>
<td></td>
</tr>
<tr>
<td>Scalable color histogram</td>
<td></td>
</tr>
<tr>
<td>Motion</td>
<td></td>
</tr>
<tr>
<td>Parametric motion</td>
<td></td>
</tr>
<tr>
<td>Motion trajectory</td>
<td></td>
</tr>
<tr>
<td>Camera motion (complete 3D camera modeling)</td>
<td></td>
</tr>
<tr>
<td>Motion activity</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td></td>
</tr>
<tr>
<td>Face recognition (eigenfaces)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. The MPEG-7 visual descriptors.**

For a detailed description of MPEG-7 visual descriptors, with definition, representation, properties and associated similarity measures, the reader is invited to refer to [3], [4], [6].

In the following section, we propose a brief recall of some essential MPEG-7 descriptors and notably the 2D shape representations as well as the dominant color descriptor, which are useful for object-based identification and detection purposes.

### 2.3. MPEG-7 Shape Descriptors

Let us start with the Contour Shape (CS) descriptor [5] proposed by the MPEG-7 standard [2], [3], [4]. In order to obtain the CS descriptor, the first step is to extract the contour of the 2D shape. Further, this contour is successively filtered with a Gaussian kernel. Thus, a set of several contours in a Gaussian scale space are obtained. For each of them, the curvilinear positions of the inflexion points are computed. Finally, for each curve, the inflexion points are represented in the \((\sigma, u)\) space (the Contour Scale Space - CSS), where \(\sigma\) represents the standard deviation used to generate the curve and \(u\) represents the curvilinear position of the considered inflexion point. Once the CSS
representation is obtained, the curvature peaks are determined. For each peak, the corresponding curvature value and position (expressed in curvilinear abscise) are retained as the CS descriptor. The associated similarity measure between two CSS representations is based on a matching procedure which takes into account the cost of fitted and unfitted curvatures peaks [4].

Let us note that the MPEG-7 Contour Shape descriptor offers the advantage of being intrinsically invariant to object’s position and pose.

The second approach adopted is the MPEG-7 Region Shape (RS) descriptor, based on the 2D Angular Radial Transform (ART). In this case, the object’s support function is represented as a weighted sum of 34 ART basis functions \( f_{mn} \).

\[
f_{mn}(\theta, \mu) = \frac{1}{\pi} \cos(n \mu) \sin^m \theta.
\] (1)

The decomposition coefficients constitute the descriptor. The distance between two shapes is simply defined as the L1 distance between the absolute values of the ART coefficients.

The MPEG-7 region shape descriptor requires preliminary object normalization into the unit sphere.

Let us also note that the MPEG-7 shape descriptors can also be exploited for performing 2D/3D object indexing, retrieval, as well as semantic categorization by exploiting the MPEG-7 Multiview DS structure or with the help of the methods such as those proposed in [9], [11].

### 2.4. MPEG-7 Dominant Color Descriptor

The MPEG-7 dominant color descriptor exploits a (over-)segmentation of the image, which can be achieved with arbitrary existing algorithms. Each region (or segment) determined is described by a unique, homogeneous color, defined as the mean value of the pixels of the given region. The set of colors, together with their percentage of occupation in the image (i.e., the associated color histogram) are regrouped into a visual representation. More precisely, let \( C_I = \{c_1, c_2, \ldots, c_N_I\} \) be the set of \( N_I \) colors obtained for image \( I \), and \( H_I = (p_1^I, p_2^I, \ldots, p_N_I^I) \) the associated color histogram vector. The visual image representation is defined as the couple \((C_I, H_I)\). Let us note that some more sophisticated DCD-based approaches [1], [13], has also been introduced recently.

The query is by definition an object of arbitrary shape and is processed in the same manner in order to derive its visual representation.

The advantage of the DCD representation comes from the fact that objects with arbitrary numbers of colors can be efficiently compared by using, for example, the Quadratic Form Distance Measure, which can be re-written for arbitrary length representations as described by the following equation:

\[
c_i^2, c_j
\] (2)
where $H_Q = \{p_Q^1, p_Q^2, \ldots, p_Q^{N_Q}\}$ and $H_I = \{p_I^1, p_I^2, \ldots, p_I^{N_I}\}$ respectively denote the DCD histogram vectors of length $N_Q$ and $N_I$, respectively associated to the query ($Q$) and candidate ($I$) images. The function $a$, describe the similarity between two colors $c_i$ and $c_j$ and is defined as:

$$a(c_i, c_j) = 1 - \frac{d(c_i, c_j)}{d_{\text{max}}},$$

(3)

where $d$ is the Euclidean distance between colors $c_i$ and $c_j$ and $d_{\text{max}}$ is the maximum Euclidean distance between any 2 colors in the considered color space (e.g., for the RGB color space $d_{\text{max}} = 442$).

Let us note that each color region in a candidate image has a specific contribution to the global distance. Thus, the contribution of color $c_j$ in an image $I$ to the global distance between image $I$ and query $Q$ is defined as:

$$C(c_j, Q) = \sum_{i=1}^{N_I} a(c_i, c_j) \frac{p_i^Q}{p_j^I} - \sum_{i=1}^{N_Q} a(c_i^Q, c_j) \frac{p_i^Q}{p_j}$$

(4)

The above-defined distance is used as a global criterion in the matching stage. In the case of object identification applications, the objective is to determine, in each key-frame of the considered video sequence, candidate regions visually similar with the query. Some solutions are introduced in [7], [10].

3. Interest point Descriptors

In the recent, years, among the most popular in the field of computer vision, image/video indexing, video-surveillance, object/event recognition are the interest point descriptors.

3.1 SIFT (Scale Invariant Feature Transform)

The SIFT descriptor proposed by Lowe [1] describes the local shape of a region using edge orientation histograms. The gradient of an image is shift-invariant: taking the derivative cancels out offsets. Under light intensity changes, i.e. a scaling of the intensity channel, the gradient direction and the relative gradient magnitude remain the same. Because the SIFT descriptor is normalized, the gradient magnitude changes have no effect on the final descriptor. The SIFT descriptor is not invariant to light color changes because the intensity channel is a combination of the R, G, and B channels.

SIFT descriptors are attached to the keypoints detected by using the Difference of Gaussians method proposed in [1]. In order to better localize the keypoints a method for fitting 3D quadratic function to the local sample points to determine the interpolated location of the maximum is used [15]. Once the keypoints are localized, the unstable extrema with low contrast are rejected by using the Taylor expansion of the scale-space function.
Figure 1. Keypoint selection. (a) The 233x189 pixel original image. (b) The initial 832 keypoints locations at maxima and minima of the difference-of-Gaussian function. Keypoints are displayed as vectors indicating scale, orientation, and location. (c) After applying a threshold on minimum contrast, 729 keypoints remain. (d) The final 536 keypoints that remain following an additional threshold on ratio of principal curvatures.

Figure 1 shows the effects of keypoint selection on a natural image. In order to avoid too much clutter, a low-resolution 233 by 189 pixel image is used and keypoints are shown as vectors giving the location, scale, and orientation of each keypoint (orientation assignment is described below). Figure 1 (a) shows the original image, which is shown at reduced contrast behind the subsequent figures. Figure 1 (b) presents the 832 keypoints at all detected maxima and minima of the difference-of-Gaussian function, while Figure 1 (c) illustrates the 729 keypoints that remain following removal of those with low contrast. In order to provide a higher stability, edge responses are removed by using a Hessian matrix Figure 4.(d)

By assigning a consistent orientation to each keypoint based on local image properties, the keypoint descriptor can be represented relative to this orientation and therefore achieve invariance to image rotation. The orientation is computed from the dominant directions of local gradients.

Figure 2 illustrates the computation of the keypoint descriptor. First the image gradient magnitudes and orientations are sampled around the keypoint location, using the scale of the keypoint to select the level of Gaussian blur for the image. In order to achieve orientation invariance, the coordinates of the descriptor and the gradient orientations are rotated relative to the keypoint orientation.

A Gaussian weighting function with \( \sigma \) equal to one half the width of the descriptor window is used to assign a weight to the magnitude of each sample point. This is illustrated with a circular window on the left side of Figure 2. The purpose of this Gaussian window is to avoid sudden changes in the descriptor with small changes in the position of the window, and to give less emphasis to gradients that are far from the center of the descriptor, as these are most affected by miss-registration errors.
The keypoint descriptor is illustrated on the right side of Figure 2. It allows for significant shift in gradient positions by creating orientation histograms over 4x4 sample regions. The figure shows eight directions for each orientation histogram, with the length of each arrow corresponding to the magnitude of that histogram entry. A gradient sample on the left can shift up to 4 sample positions while still contributing to the same histogram on the right, thereby achieving the objective of allowing for larger local positional shifts.

It is important to avoid all boundary affects in which the descriptor abruptly changes as a sample shifts smoothly from being within one histogram to another or from one orientation to another. Therefore, trilinear interpolation is used to distribute the value of each gradient sample into adjacent histogram bins. In other words, each entry into a bin is multiplied by a weight of $1 - d$ for each dimension, where $d$ is the distance of the sample from the central value of the bin as measured in units of the histogram bin spacing.

The descriptor is formed from a vector containing the values of all the orientation histogram entries, corresponding to the lengths of the arrows on the right side of Figure 2. The figure shows a 2x2 array of orientation histograms, whereas our experiments below show that the best results are achieved with a 4x4 array of histograms with 8 orientation bins in each. Therefore the feature vector for each keypoint will consist of $4 \times 4 \times 8 = 128$ elements.

### 3.2 Color SIFT Descriptors

#### 3.2.1 HSV-SIFT

Bosch et al. [16] compute SIFT descriptors over all three channels of the HSV color model. This gives 3 x 128 dimensions per descriptor, 128 per channel. The H color model is scale-invariant and shift-invariant with respect to light intensity. However, due to the combination of the HSV channels, the complete descriptor has no invariance properties.
3.2.2 HueSIFT
Van de Weijer et al. [18] introduce a concatenation of the hue histogram with the SIFT descriptor. When compared to HSV-SIFT, the usage of the weighed hue histogram addresses the instability of the hue near the gray axis. Similar to the hue histogram, the HueSIFT descriptor is scale-invariant and shift-invariant.

3.2.3 OpponentSIFT
OpponentSIFT describes all of the channels in the opponent color space using SIFT descriptors. The information in the O₁ channel is equal to the intensity information, while the other channels describe the color information in the image. These other channels do contain some intensity information, but, due to the normalization of the SIFT descriptor, they are invariant to changes in light intensity.

3.2.4 C-SIFT
In the opponent color space, the O₁ and O₂ channels still contain some intensity information. To add invariance to intensity changes, [19] proposes the C-invariant, which eliminates the remaining intensity information from these channels. The use of color invariants as input for SIFT was first suggested by Abdel-Hakim and Farag[21]. The C-SIFT descriptor [20] uses the C-invariant, which can be intuitively seen as the normalized opponent color space \( \frac{O_1}{O_2} \) and \( \frac{O_2}{O_1} \). Because of the division by intensity, the scaling in the diagonal model will cancel out, making C-SIFT scale-invariant with respect to light intensity. Due to the definition of the color space, the offset does not cancel out when taking the derivative: It is not shift-invariant.

3.2.5 rgSIFT
For the rgSIFT descriptor, descriptors are added for the r and g chromaticity components of the normalized RGB color model, which is already scale-invariant.

3.2.6 Transformed color SIFT
The following color space transform is first applied:

\[
\begin{pmatrix}
R' \\
G' \\
B'
\end{pmatrix} = \begin{pmatrix}
\frac{R - \mu_R}{\sigma_R} \\
\frac{G - \mu_G}{\sigma_G} \\
\frac{B - \mu_B}{\sigma_B}
\end{pmatrix}
\]

(5)

with \( \mu_c \) the mean and \( \sigma_c \) the standard deviation of the distribution in channel C computed over the area under consideration (e.g., a patch or image). This yields, for every channel, a distribution where \( \mu_c = 0 \) and \( \sigma_c = 1 \).

For the transformed color SIFT, the same normalization is applied to the RGB channels as for the transformed color histogram. For every normalized channel, the SIFT descriptor is computed. The descriptor is scale-invariant, shift-invariant, and invariant to light color changes and shift.

3.3 SURF (Speeded-Up Robust Features)
SURF [17] detects interest points by using a basic Hessian-matrix approximation and the integral images, reducing computation time drastically. SURF describes the distribution of the intensity content within the interest point neighborhood, similar to the gradient information extracted by SIFT [1].

The SURF descriptor builds on the distribution of first order Haar wavelet responses in \( x \) and \( y \) direction rather than the gradient, exploits integral images for speed, and uses a 64-dimensional feature vector. This reduces the time for feature computation and matching, and has proven to simultaneously increase the robustness.

In order to ensure the invariance to image rotation, an orientation is computed for every interest point (Figure 3)

\[
\text{Figure 3. Orientation assignment: A sliding orientation window of size } \pi/3 \text{ detects the dominant orientation of the Gaussian weighted Haar wavelet responses at every sample point within a circular neighborhood around the interest point.}
\]

For the extraction of the descriptor, a square region centered around the interest point and oriented along the orientation, is constructed. This region is split up regularly into smaller 4x4 square sub-regions. For each sub-region, Haar wavelet responses are computed at 5x5 regularly spaced sample points. The responses for the horizontal and vertical direction are summed up over each sub-region and form a set of entries in the feature vector (Figure 4). Thus, each sub-region has a four dimensional descriptor \( \mathbf{v} \) for its underlying intensity structure

\[
\mathbf{v} = \left( \sum \mathbf{d}_x, \sum \mathbf{d}_y, \sum \mathbf{d}_x \mathbf{d}_y, \sum \mathbf{d}_y \mathbf{d}_x \right)
\]

(6)

Concatenating this for all 4x4 sub-regions will result in a descriptor vector of length 64. The wavelet responses are invariant to a bias in illumination (offset). Invariance to contrast is achieved by turning the descriptor into a unit vector.
3.4 Keypoint matching techniques

3.4.3.1 SIFT

The best candidate match for each keypoint is found by identifying its nearest neighbor in the database of keypoints from training images. The nearest neighbor is defined as the keypoint with minimum Euclidean distance for the invariant descriptor vector.

An effective measure is obtained by comparing the distance of the closest neighbor to that of the second-closest neighbor. If there are multiple training images of the same object, then the second-closest neighbor is defined as being the closest neighbor that is known to come from a different object than the first, such as by only using images known to contain different objects. This measure performs well because correct matches need to have the closest neighbor significantly closer than the closest incorrect match to achieve reliable matching. For false matches, there will likely be a number of other false matches within similar distances due to the high dimensionality of the feature space. We can think of the second-closest match as providing an estimate of the density of false matches within this portion of the feature space and at the same time identifying specific instances of feature ambiguity. Such an approach will reject all matches in which the distance ratio is greater than 0.8, which eliminates 90% of the false matches while discarding less than 5% of the correct matches [1].

No algorithms are known that can identify the exact nearest neighbors of points in high dimensional spaces (128-dimensional feature vector) that are any more efficient than exhaustive search. Therefore, Beis and Lowe [22] propose an approximate algorithm, called the Best-Bin-First (BBF) algorithm. This is approximate in the sense that it returns the closest neighbor with high probability.

The BBF algorithm uses a modified search ordering for the k-d tree algorithm so that bins in feature space are searched in the order of their closest distance from the query location. This priority search order requires the use of a heap-based priority queue for efficient determination of the search order. An approximate answer can be returned with low cost by cutting off further search after a specific number of the nearest bins have been explored. Lowe et. al cut off search after checking the first 200 nearest-neighbor candidates. For a database of 100,000 keypoints, this provides a speedup over exact nearest neighbor search by about 2 orders of magnitude yet results in less than a 5% loss in the number of correct matches.
6.1.2 SURF

For fast indexing during the matching stage, the sign of the Laplacian (i.e. the trace of the Hessian matrix) for the underlying interest point is included. Typically, the interest points are found at blob-type structures. The sign of the Laplacian distinguishes bright blobs on dark backgrounds from the reverse situation. This feature is available at no extra computational cost as it was already computed during the detection phase. In the matching stage, features are compared only if they have the same type of contrast (Figure 5). Hence, this minimal information allows for faster matching, without reducing the descriptor’s performance. Note that this is also of advantage for more advanced indexing methods. In the case of k-d trees, this extra information defines a meaningful hyperplane for splitting the data, as opposed to randomly choosing an element or using feature statistics.

![Figure 5](image)

**Figure 5.** If the contrast between two interest points is different (dark on light background vs. light on dark background), the candidate is not considered a valuable match.

6.2 Words matching (adapted TF-IDF)

Considering the Bag-of-Words model described previously, some matching methods have adapted already existing text retrieval algorithms. The most popular is the Term Frequency – Inverse Document Frequency (TF-IDF) weighting scheme.

6.2.1 TF-IDF weighting scheme

The TF-IDF weighting scheme can be considered as a statistical procedure. The main advantages of the TF-IDF method are its simplicity and efficiency, which explains its high popularity. The TF-IDF method also served as a starting point for some more algorithms, which propose some extensions/optimizations [23].

Essentially, TF-IDF works by determining the relative frequency of words in a specific document, normalized by the occurrences of the considered word within the entire document corpus. Intuitively, this measure determines how relevant a given word is in a particular document. Words that occur in a single or a small group of documents tend to have higher TF-IDF numbers than common words such as articles and prepositions [24].

The term frequency (TF) is by definition the number of occurrences of the considered term in the document. This amount is usually normalized to the total number of occurrences of terms of interest, in order to avoid bias related to the length of the document (the number of occurrences would be potentially higher in a page than in a paragraph).

For a document $d_i$ and a term $t_j$, the frequency of the term in the document is defined as:

$$tf_{i,j} = \frac{n_{i,j}}{\sum_k n_{i,k,j}}$$

(7)
where \( n_{i,j} \) is the number of occurrences of the \( t_i \) term in \( d_j \). The denominator is the number of occurrences of all terms in document \( d_j \).

The inverse document frequency (IDF) is a measure of the importance of the term throughout the corpus. The IDF is obtained from the calculation of the logarithm of the inverse of the proportion of the corpus of documents containing the term:

\[
idf_i = \log \frac{|D|}{|\{d_j : t_i \in d_j\}|}
\]  

where \(|D|\) is the total number of documents in the corpus and \(|\{d_j : t_i \in d_j\}|\) is the number of documents where the \( t_i \) term appears (\( n_{i,j} \neq 0 \)).

Finally, the TF-IDF weight is defined as the product of the two above-described measures:

\[
tfidf_{i,j} = tf_{i,j} \cdot idf_i
\]

Let us consider an example of corpus including 3 text documents as illustrated in Figure 6.

<table>
<thead>
<tr>
<th>Document 1</th>
<th>Document 2</th>
<th>Document 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>His name is celebrated in the grove that trembles, and through the murmuring stream, winds prevail until the celestial arc, the arc of grace and consolation that his hand stretched into the clouds.</td>
<td>Just be distinguished two goals at the end of the career of one oak shading around the palm trees were to be seen in the glow of evening.</td>
<td>Ah! the weather of my poetry! the beautiful days I spent with you! The former, infinite joy, peace and freedom, the latter marked by a melancholy that also had its many charms.</td>
</tr>
</tbody>
</table>

Figure 6. Example corpus taken from the works of Friedrich Gottlieb Klopstock

The example focuses on document 1 (or \( d_{11} \) and the analyzed term is "that" (\( t_1 = \) that). We will ignore the punctuation and apostrophes.

We will perform the following calculations:

\[
tf_{1,1} = \frac{n_{1,1}}{\sum_k n_{k,1}} = \frac{2}{33}
\]

We can notice that most terms appear once (20 words), his, and, that and arc appear 2 times and the appears 5 times. The denominator is 5 + 4 * 2 + 20. This sum is the number of words in the document.

The term "that" does not appear in the second document, thus:
\[
\text{idf}_1 = \log \frac{|D|}{|\{d_j : t_i \in d_j\}|} = \log \frac{3}{2}
\]

We will obtain:

\[
\text{tfidf}_{1,1} = \frac{2}{33} \cdot \log \frac{3}{2} \approx 0.1059
\]

For other documents:

\[
\text{tfidf}_{1,2} = 0 \cdot \log \frac{3}{2} = 0
\]

\[
\text{tfidf}_{1,3} = \frac{1}{32} \cdot \log \frac{3}{2} \approx 0.0546
\]

The first document appears as "most relevant".

### 6.2.2 TF-IDF and multimedia content retrieval

In video retrieval, each key frame features a set of “visual words”, just like a text corpus has a set of words it contains. We adapt the \( \text{tf-idf} \) scheme and create array of visual words for each key frame and use a cosine similarity measure for retrieving the best match.

Cosine similarity is a measure of similarity between two vectors of \( n \) dimensions by finding the cosine of the angle between them. Given two vectors of attributes, \( A \) and \( B \), the cosine similarity, \( \theta \), is represented using a dot product and magnitude as:

\[
\text{similarity} = \cos(\theta) = \frac{A \cdot B}{\|A\| \|B\|}
\]

The cosine similarity will range from 0 to 1, since the \( \text{tf-idf} \) weights cannot be negative.

The \( \text{tf-idf} \) scheme offers a simple yet efficient algorithm for matching textual queries with concepts included in the description. However, the \( \text{tf-idf} \) has also some limitations. In terms of synonyms, \( \text{tf-idf} \) does not make the jump to the relationship between words. For example, if the user wanted to find information about, the word “stone”, \( \text{tf-idf} \) would not consider documents that might be relevant to the query but instead use the word “rock”. For large video collections, this could present a serious problem.

In [25], Sivic et al. adopted \( \text{tf-idf} \), while most of the other works chose \( \text{tf} \) directly [26], [27]. In [28], binary weighting, which indicates the presence and absence of a visual word with values 1 and 0 respectively, was used. Generally speaking, all the weighting schemes perform the nearest neighbor search in the vocabulary in the sense that each keypoint is mapped to the most similar visual word (i.e., the nearest cluster centroid).

For visual words, directly assigning a keypoint to its nearest neighbor is not an optimal choice, given the fact that two similar points may be clustered into different clusters when increasing the size of
visual vocabulary. On the other hand, simply counting the votes (e.g. \( tf \)) is not optimal as well. For instance, two keypoints assigned to the same visual word are not necessarily equally similar to that visual word, meaning that their distances to the cluster centre are different. Ignoring their similarity with the visual word during weight assignment causes the contributions of two keypoints equal, and thus more difficult to assess the importance of a visual word in an image.

In order to tackle the aforementioned problems, in [29], Agarwal and Triggs proposed to fit a probabilistic mixture model to the distribution of a set of training local features in the descriptor space, and code new features by their vectors of posterior mixture-component membership probabilities. This method, although interesting, involves a training stage which is not very efficient.

Jiang et. al [30] propose an straightforward soft-weighting approach to weight the significance of visual words. For each keypoint in an image, instead of searching only for the nearest visual word, they select the top-N nearest visual words. Suppose we have a visual vocabulary of \( K \) visual words, we use a \( K \)-dimensional vector \( T = [t_1, \ldots, t_N, \ldots, t_K] \) with each component \( t_k \) representing the weight of a visual word \( k \) in an image such that

\[
T_k = \sum_{i=1}^{N} \sum_{j=1}^{M_i} \frac{1}{2^{j-1}} \text{sim}(j, k)
\]

where \( M_i \) represents the number of keypoints whose \( i^{th} \) nearest neighbor is visual word \( k \). The measure \( \text{sim}(j, k) \) represents the similarity between keypoint \( j \) and visual word \( k \). Notice that in the equation above, the contribution of a keypoint is dependent on its similarity to word \( k \) weighted by \( \frac{1}{2^{j-1}} \), representing the word is its \( j^{th} \) nearest neighbor. Empirically it has been found that \( N = 4 \) is a reasonable setting.

We can notice that \( \text{tf-idf} \) provides a good starting point for visual words matching and there are many other different approaches improving it.

4. Multiple video object detection

While an increasing number of solutions have provided a variety of satisfying results for concept detection in videos [31], retrieving different instances of the same object in video sequences still remains a challenge. The main difficulty is related to the specification of semi-global image representation that need to be considered, together with the elaboration of efficient partial matching strategies. In addition, variations in visual appearance and object’s pose have to be taken into account appropriately. This relatively recent topic of research has been considered in the TRECVID 2010 and 2011 evaluation campaign, under the so-called instance search task, and TRECVID work is currently ongoing for the 2012 edition.

Related work includes two types of approaches, including (possibly dense) interest points as well as local regions.

Currently, interest points are among the most popular tools for object recognition and classification for both images and videos.
Early approaches for object retrieval, using interest points, have been developed by Sivic and Zisserman in their Video Google system [33]. In this case, SIFT descriptors [34] are extracted from video keyframes with the help of two types of overlapping image patches: Harris-Affine [35] regions, based on interest point neighborhoods, and so-called Maximally Stable Extreme Regions (MSER) [36]. The bag-of-words technique is used for achieving fast and efficient retrieval of objects interactively selected by the user with the help of a bounding box. Other applications involving interest points include scene classification and image understanding (e.g. [37], [38]). Interest points yield a high repeatability, i.e. they can be extracted reliably and are often identified in other images where the same object/scene appears.

However, the number of interest points extracted from an image varies a lot with the image content (from a few hundred to several thousands).

Starting from the method proposed in [39], Li et al. [40] group points of interest in graphs by using Delaunay triangulations. They take in consideration different geometric constraints with the goal of characterizing the geometric properties of the neighborhood of each node. Moreover each node has to be represented as an “affine” combination of its neighboring nodes. The obtained model is then matched to different scenes in order to determine the object of interest.

Aiming to improve the accuracy of the process by injecting more spatial localization information in the visual representation, a different scheme, based on a dense sampling of the image with a regular grid (possibly defined over a range of scales) is proposed in [41], [42], [43]. Such approaches prove to be particularly useful for stereo matching [12]. On the downside, dense sampling cannot reach the same level of repeatability as obtained with interest points, unless sampling is performed extremely densely, in which case the number of features becomes unacceptably large.

In order to combine the advantages of both schemes, Tuytelaars [44] has recently introduced the dense interest points, starting from densely sampled image patches and then applying for each feature a local optimization of the position and scale within a bounded search area. The outcome of this process is a set of interest points on a semi-regular grid, densely covering the entire image as is the case with dense sampling, but with repeatability properties closer to those of standard interest points.

Browne and Smeaton [45] propose a different approach. In order to perform character retrieval in animated videos, they use a number of templates of each object to be detected and a matching procedure to compare each image against the available templates. In this case, templates are represented by all the yellow parts of the faces of the cartoon characters from “The Simpsons” series.

In [46], authors generate for each keyframe a hierarchy of regions represented by a Binary Partition Tree. Various visual descriptors are extracted from each region and used to create visual codebooks. Another region-based approach is proposed in [17], where frames are divided in rectangular cells forming a grid and the descriptors of each cell are used. Histogram-based descriptors (e.g. HSV histogram, MPEG-7 Edge Histogram, Wavelet histogram) are here used in order to cluster the cells into a Bag of Features to be compared with a dictionary.
Gould et al. [49] propose to combine appearance-based features computed on superpixels [48] patches with relative location priors in a two stage classification process. Malisiewicz et al. [50] have shown that using image segmentation is efficient to improve the spatial support for object detection and recognition.

In [51], the authors construct “region adjacency graphs” of pre-segmented objects and retrieve similar objects with the help of a new graph matching method based on an improvement of relaxation labeling techniques. In [52] image segments resulted from different segmentation algorithms are used as primitives to extract other features (e.g. color, texture and interest points) and for training detection models for a predefined set of categories.

Finally, let us mention the approach introduced in [53]. Here, a different, region-based representation is proposed. The idea is to represent the image as a dense map of (overlapping) regions.

The approach proposed in [7], [10] adopts a region-based representation strategy, which involves an over-segmentation of the image. Here, arbitrary segmentation methods can be considered, since the goal is to achieve independency with respect to the adopted segmentation procedure. The obtained representation is described with the help of an extended version of the MPEG-7 dominant color descriptor (DCD) [54]. Finally, two matching strategies, one based on a greedy strategy and the other on simulated annealing optimization, are proposed in order to retrieve similar objects of interest.

The advantage of region-based approaches comes from the possibility of directly exploiting the connectivity information (i.e. adjacency between regions), which can be highly useful in the matching stage.
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