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Summary

This deliverable is the first deliverable of the APPSTACLE Work Package 2 " Service Enablers
in Intelligent Network ". It contains the results of T1.2:"State-of-the-Art with regard to Car2X
Communication, Cloud and Network Middle-ware and corresponding Security Concepts.

The first part concern a state of the art research. In this part we gave a full description of a
new technology dubbed V2X as well as it’s components, as those components enable the com-
munication between the vehicle and other entities, we highlights the different existing wireless
communication and radio technology to enable such technology(V2X) in addition to introduce
the up-coming ones such 5G, enabling the different communication protocols will bring a lot of
attacks and security threats against vehicles for that we described the efforts done by different
industries and entities to secure connected vehicles in addition to some research projects for
the same aim, we proposed a survey on the attacks against connected vehicles. The deliverable
is closed by a collection of use-cases from connectivity perspective that will be implemented
by the different APPSTACLE partners as well as services requirements for the V2X technol-
ogy defined by the different standardization organization such European Telecommunications
Standards Institute(ETSI) and 3rd Generation Partnership Project(3GPP).

RoadSide Unit

Figure 1: Vehicle to everything (V2X)
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1 Introduction

The purpose of this document is providing a state of the art research with regard to Car-
to-Everything (Car2X) Communication, Cloud and Network Middleware and corresponding
Security Concepts this description it has been done in Task2.1 from the Work-package 2. The
research into self-driving vehicles has been carried out since 1920 [11], with the first self-driving
vehicle prototype appearing in 1980 [108], the second prototype being made by Mercedes in
1987. These prototypes focused on how to make new innovations regarding the engine and the
body design of the vehicle. Recently, many companies, such as Google, Tesla, Mercedes, Bosch,
Volvo, Nissan and Audi [95, 26, 20, 180], have started producing prototypes of self-driving
vehicles in the automotive area. From another side, governments play the main rule in making
the revolution in automotive vehicles. Indeed, many countries started have already providing
the needed environment for testing autonomous vehicles in public traffic. For instance, the
United Kingdom invested millions for establishing an environment where manufacturers can
test their vehicles, whereas the United States of America issued new laws authorizing driverless
vehicles. In Europe, many facilities have been arranged for that enable the evaluation of
autonomous vehicles, these facilities allow experimentation with autonomous vehicles in real
transportation systems [5, 33|.

Nowadays, the vehicle design is an extremely complex product, embedding more than 100
Electronic Control Units (ECUs), as well as approximately 100 million lines of code for man-
aging different vehicle functionalities [136, 191, 62|. The vehicle design keeps evolving which
compels manufacturers to increase the on-board processing power of new vehicles. Thanks to
this processing power, a technology dubbed “autonomous vehicle", has emerged. This technol-
ogy will enable the vehicles to travel between cities without any human intervention.

To deal with the threats to passenger safety, the vehicle to everything (V2X) technology
sprang up. Such technology enables the communication between a vehicle and other entities
aiming at reducing the environmental impacts, increasing the traffic efficiency, improving the
road safety, providing additional benefits to travelers, and improving the Quality of Experience
(QoE)[40]. This technology can be defined through four areas: 1) vehicle-to-vehicle (V2V) 2)
vehicle-to-network (V2N) 3) vehicle-to-infrastructure (V2I), and 4) vehicle-to-pedestrian (V2P).
Such technologies make it easier to move from a starting point to a given destination and makes
the journey more enjoyable in today’s connected vehicle, by sharing data in real time to avoid
accidents, coordinate traffic and to make the vehicle more aware of its environment.

Autonomous vehicles can be divided into five levels:

e Level 1: The driver has full control of the vehicle.

e Level 2: The vehicle has a set of functionalities that can operate in an autonomous way
without cooperation.

e Level 3: The vehicle becomes more intelligent by enabling the coordination between
variant functionalities provided in level 2.

e Level 4: The vehicle ensures some self-driven functionalities.
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e Level 5: The vehicle is able to take decisions and drive by itself without human inter-
vention.

To construct a powerful intelligent transportation system (ITS), where vehicles will reach
the fifth level of autonomous vehicles, vehicles should have the needed communication, storage,
intelligence, management of time and latency in critical situations and the learning capabili-
ties to anticipate the driver’s intention, in order to ensure safety and improve the QoE. Such
features cannot be achieved by autonomous vehicles with the software architectures currently
available. Therefore, the future software architectures need to be designed in a way to support
V2X technology, and the defined features, and to address the numerous issues on the roads.
Our work will focus on designing an E2E architecture, aiming to meet the requirements of such
architecture. The E2E architecture requires three important layers: i) the in-vehicle platform,
i7) the service enablers in intelligent networks, and #ii) the cloud IoT platform. Autonomous
vehicles form a large research area from different perspectives, such as In/Ex-vehicle Connec-
tivity, Internet of Thigns IoT, Internet of Everything (IoV), Cloud and orchestration, security
and Artificial Intelligence (AI) notably machine learning. In this Document we attempted to
present the research on self-driving vehicles from connectivity and security perspective in a
more structured way.

1.1 Document Structure

This deliverable is organized as follows: Chapter 2 addresses the state of the art regarding V2X.
The Chapter explores the works that have been done in the automotive area in Section 2.1 and
Section 2.2 describes the current open and standardized architecture frameworks for the au-
tomotive industry. The Section 2.3 identifies the different types of connectivity required for
autonomous vehicles and discusses their impact on deployable communications technologies.
The Section further addresses the communications scenarios that occur in V2X domains. Sec-
tion 2.4 highlights the mobile technologies leading to the 5% generation (5G) mobile system
for the connected cars as well as the scenarios of 5G communication. The Section 2.5 covers
the different challenges and limitations facing the autonomous vehicles and summarizes the
existing approaches to secure these vehicles.

The Chapter 3 begins with Section 3.1, which presents the requirements for V2X commu-
nications technologies, services, and loT requirements in addition to the existing software ar-
chitectures dedicated to autonomous vehicles. The Section 3.2 further describes the use cases
to be addressed for automotive communications within the APPSTACLE WP2. Three use
cases for I'TS are described and the Section 3.3 describes the current state of the art of the
demonstration sites regarding support for V2X communications on the use cases.



2 State of the Art

2.1 Corporation work on automotive area: from history to
present

Although the expectation for autonomous vehicles may seem impossible for people to believe,
drivers will soon be totally replaced. Companies like Ford, Mercedes, and Tesla are already
testing and preparing the ground for this in the near future [68]. Although, it is important
to remember when the technology started. Indeed, the first driverless vehicle were prototyped
way back in the 1920s, even though they were not the self-contained models we are witnessing
today [39], the vehicles were driverless but were dependent on some specific inputs.

The earliest model was developed by Houdina Radio Control in 1925 [12]. The concept was
that a main vehicle was controlled by a second one, which was following it at a close distance,
as it moved along the roads of New York and Milwaukee [31]. Later in the 1950s, a remote
auto-driving functionality was deployed using an electrical impulse. The idea was practical due
to the introduction of RCA lab detector circuits on highways. The sensor helped in following
the direction, velocity, and location of other vehicles on the route to inform the autonomous
vehicle [39]. The university of Ohio pursued the development of the project in the 1960s with
the help of the US Bureau of Public Roads and other corporations [39]. In UK, the transport
and road research laboratory conducted similar projects, which were intended to add inputs to
the autonomous vehicle.

The efforts to construct autonomous vehicles have moved from academic and research pro-
totypes to industrial models by the manufacturers of vehicles within the last ten 10 years. The
industry players like BMW, Volkswagen, and General motors (GM) all have new models on
the roads [39]. Also, in 2009, Google launched a self-driving vehicle able to cruise using Google
maps to find the desired locations. This self-driving Google vehicle uses inputs from the radar
system to detect objects, pedestrians, and other vehicles in its vicinity [19]. The data are then
processed to plan a safe drive on the road.

Evidently, the journey to a fully automated driverless vehicle will soon be realized. Other
manufacturers and designers joined Google and the main industry player in their efforts to
test new models and add functionalities [28]. An example is Tesla Motors which released an
updated version of the model S vehicle which had an autopilot capability [19]. This version
allowed the vehicle to follow a lane and to switch paths to mimic overtaking and parking. Such
capabilities made the S model famous among the autonomous models.

Additionally, Ford have done more than simply autonomous vehicles, the company announc-
ing its simply plans to unveil a Ford Fusion Hybrid [41]. The forthcoming platform will have
a LIDAR sensor deploy in a unique way to allow a 360-degree pattern scan [19]. The chief
program engineer of the company, Chris Brewer, insists that the system will have high resolu-
tion sensors to scan its environment and determine where objects exist within its path [182].
Besides, the design comprises two cameras on the roof to detect objects and inform about the
traffic lights. The radar will also help the scanning of objects at night [41]. Another player who
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has shown an interest in the autonomous vehicles is the Microsoft corporation. However, the
company is not ready to build such vehicles, but rather to power driverless vehicles. According
to Microsoft’s head of business development, Peggy Johnson, the company will continue to
build the software to assist the vehicles [37]. The corporation is ready to produce an operat-
ing system dedicated solely to vehicles as added value compared to what other companies are
working on, such as Ford and Tesla.

Companies for instances involved in autonomous vehicle technologies. At the EU level, there
are several research projects such as 5GCAR [1]| headed by Ericsson with more than 10 partners
working together with the objective of developing a 5G V2X system architecture. This project
will focus more on the connectivity provided to the vehicle.

2.2 Technical frameworks

With the technology industry getting more and more complex, the automotive industry is ex-
periencing the same phenomena. With the growth of connected vehicle and the urge to manage
accidents and improve infotainment within vehicles, a number of initiatives have emerged to
make this a reality. Most of these initiatives are open source and their main objective is to
create open and standardized software architectures for the automotive industry. These initia-
tives include AUTOmotive Open System Architecture (AUTOSAR), Automotive Grade Linux
(AGL), GENIVI, and Automotive Grade Android (AGA) and other Open-source platforms that
are well described in D1.1 Specification of In-car Software Architecture for Car2X Applications
and D3.1 Specification of Data Management, Cloud Platform Architecture and Features of the
Automotive IoT Cloud Platform. Since the autonomous vehicle is expected to have the capabil-
ity of evaluating the environment and make decisions, an E2E-secured architecture that grants
V2X communication in the most optimized manner is mandatory. Undoubtedly, vehicles have
become a major part of the Internet of things (IoT).For that, having the sensing capabilities in
addition to the V2X technology enabled within the self-driving vehicles is mandatory to avoid
accidents, increase the QoE and provide an efficient driving experience. In the coming section
we will try to define the V2X technology and their components and how this technology is
contributing on building the future vehicle.

2.3 Vehicle to everything

The U.S. Department of transportation has already issued a standards, requiring that all new
vehicles should be compliant with V2X setups by 2023. Currently, some companies have al-
ready met this condition, six years before the deadline. One example of a vehicle model that
already meets this requirement is the 2017 Cadillac CTS that is in-built with DSRC short-range
radio communication gadgets, which relay data such as heading, speed, and Global Position-
ing System (GPS) locations |76]. The most fundamental advantage of vehicles possessing the
ability to communicate with another entity is safety. One obvious thing is that when a vehicle
has information regarding the input (e.g, speed or position) of another vehicle, the two should
never collide [116].

In addition to safety, there are other benefits of V2X technology such as enhanced traffic man-
agement, driver assistance, law enforcement and emergency services. Nevertheless, the system
is also susceptible to several limitations such as breakdown and increased cost of installation
for the consumer.
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Vehicle to everything communication will transform the transportation systems by improv-
ing the efficiency in controlling the traffic and averting accidents. However, it has numerous
obstacles, for instance, in cases where smartphones are used; the reliability will be decreased
since mobile gadgets are energy-limited and they use constrained batteries. Once the battery
is empty, the pedestrian or motorist can no longer have access to services. Also, connecting
a vehicle to everything should avoid mobility issues [46], improve safety [9], keep the vehicle
aware of the environment traffic and road conditions [40| without influencing the comfort of

passengers [40].
((A?)
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Figure 2.1: Vehicle to everything communications styles.

Figure 2.1 above depicts the communication in the V2X design as being bidirectional. For
example, a vehicle can send messages to a cloud as well as to other entities. Similarly, the V2V
and V2P links enable message transmissions based on the broadcast technology, either between
vehicles or users on the road [40]. Indeed, V2X seeks to satisfy the following scenarios in a
self-driving vehicle:

e Safety and reliability: the technology allows a vehicle to sense an emergency brake
light, identify blind spots, change lanes, and provide a warning about upcoming collisions
[9].

e Situational awareness: it alerts the vehicle about longer latency requirements such as
hazardous road conditions [40].

e Mobility issues: the technology helps the vehicle in supporting inter-modal travel,
power constraints, and complex security matters [40|. For example, the vehicle requires
V2X while parking or sensing a toll system [46].

o Auxiliary comfort: it describes the conditions where more processing power is required
for route planning, map disseminating, fleet managing, etc [40].

Indeed, for such use cases, V2X utilizes the Wide Access Network (WAN), Wireless Fidelity
(WiFi), and Wireless Access in Vehicle Environments (WAVE) [40]. Moreover, LTE-based V2X
is even available in some vehicles since it is a new technology [120]. Besides, V2X is the central
technology in the development of vehicles, due to the fact that it requires spatial orientation
and human equivalent perception of various situations [121]. Moreover, the wide range sensors
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in the vehicle coordinate with the V2X system to meet the working scenarios which drivers
encounter daily [132].

Notably, the V2X technology has different components which help the vehicle in attaining
the capabilities of a real driver [53]. For that reason, the vehicle should communicate with
different components as humans do. Actually, vehicles can share data using direct wireless
connectivity or radio technology.
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Figure 2.2: Information exchange on road construction warning.

The figure 2.2 presents a real use case for connected vehicles where a vehicle is warned about
construction work in the road, and how the message is transmitted from the infrastructure to
the vehicle, then to the cloud. In fact, this is an advantage because enabling such technology,
V2X helps the human driver in obtaining information about obstacles, traffic, accidents and
constructions on the road much quicker than using the vehicle sensors alone.

Notably, the V2X technology brings a new ecosystem dubbed “the (IoV)" where the connected
vehicle is a part of IoT and where the goal is to connect things in a smart way [45]. The IoV
refers to the IoT frameworks reserved for vehicles. Soumaya K. et al.|69] look into the growth
of the IoV with the purpose of designing a new IoV architecture dedicated to vehicles. This is
carried out by merging cloud computing and IoT aspects. The requirements for smart cities
for the next generation of vehicles (standards, V2X Hardware, etc.) defined by the NTT
innovation institute motivated them to study those requirements and the research progress for
the connected vehicle. The IoV architecture in [69] is based on the results of two reports [3]
[130]. The auto 3.0 report [130] made by NTT defines the next steps of designing the vehicle
of the future by enabling the V2X technology and the automatic detection of data generated
by vehicles. In the auto 4.0 report, the vehicle of the future is meant to have self-driving
capabilities [3]. Indeed, such architectures dedicated for vehicles require security for the IoV as
a main component (e.g., to detect a Denial of Service (DoS) attack) [181].

In this section, we shed light on existing vehicle communications, also the research and efforts
made to enable such technologies with the purpose of connecting the vehicle to other entities.

2.3.1 Vehicle-to-cloud

Vehicle-to-cloud refers to the ability of the vehicle to connect to a cloud and access pertinent
data for the completion of the task or request [96] [101]. A cloud refers to the generalized
delivery of services hosted over the Internet, allowing the consumption of computer resources,
like virtual machines, storage, or software applications, in a similar approach as one would
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consume a household utility|96] [119]. The Internet of Things (IoT) has allowed the creation
of connected vehicles through the use of “a novel multi-layered vehicular data cloud platform
out" through the use of the IoT and cloud computing [96]. By utilizing cloud services, vehicles
are provided with the ability to access real-time data on information that are relevant to the
situation in which the drivers of the vehicle may find themselves. As this data is provided
to the owners of the vehicles, big data is collected from those vehicles on the traffic patterns
and other concerns surrounding the vehicle, using that information to be able to provide other
passing vehicles with similar information on traffic patterns, weather patterns, etc [96]. Vehicle-
to-cloud communication offers the functionality to link vehicles and other gadgets through the
cloud without affecting security. Vehicles are securely linked with the help of a bi-directional
communication link that supports multiple protocols as well as interfaces like: MQTT, CoAP,
HTTP, and SMS Shoulder Tap.

Status data and information are gathered and relayed to the Connected Vehicle Cloud (CVC),
where it undergoes normalization, storage, aggregation, and is merged with other information
from other sensors and systems. This data is distributed (partially or fully) to the CVC
applications as well as to actors who have appropriate access rights. The firmware update
functionality gives the OEM the opportunity to conduct over-the-air updates of firmware and
software on-board units [65].The CVC serves as the cache that relays software updates to
many vehicles. Furthermore, it offers business rules as well as a scheduling functionality that
allows the OEM to manage the software file to be offered to vehicles. A new Paradigm, dubbed
Vehicular Cloud (VC) defines the capability of merging cloud services with the vehicle networks
[135]. This paradigm brings new services[134, 52, 71, 152] reserved for vehicles. Those services
are listed in figure 2.3. Many work in the literature have tried to design architectures based
on the VC paradigm. In [104], the authors highlighted the limitations of the VC and proposed
a software-defined vehicular cloud architecture (SDVC) with the intention of addressing these
limitations. The SDVC has two main components: the first component, dubbed “Data plane",
considers all data exchanged between vehicles and RSUs, the second one, dubbed “Control
plane", collects the data, provides predictions about the mobility and creates the necessary
resources. The colossal amount of generated data can help in building prediction frameworks.
Indeed, Ke Zhang et al.[192]| proposed a Multi-access Mobile Edge Computing (MEC) offloading
framework for vehicular networks based on a prediction strategy for task-file uploading in
addition to enable the V2V communication in the offloading strategy. In order to avoid the
latency and delay, the data are exchanged between vehicles instead of transmitting them to the
cloud. One required parameter that must be taken into account to enable such communication
it’s the high availability and accessibility of data. A probabilistic strategy for content caching
on the edge of 5G networks is proposed in [127] while [171][170] propose a solution, dubbed
“Follow-Me Cloud," where cloud services follow mobile users.

The V2C protocol will be used in the Update over the air usecase that will be developed in
the Appstacle project within the WP2.

2.3.2 Vehicle-to-infrastructure

Vehicle-to-infrastructure is a feature that allows vehicles to communicate with infrastructures,
such as the municipal traffic system to realize, an intelligent prediction solution regarding traffic
conditions. One of the models incorporating V2I are the Audi A4, Q7, as well as the road vehicle
models developed from 1st of June, 2016. Moreover, the entire 1,300-traffic signals managed
by the Regional Transportation Commission of Southern Nevada have the infrastructure that
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Figure 2.3: Categorization of vehicular cloud services.

can communicate with these vehicles. One use case where this technology uses the advantage
of V2I is to avoid drivers from waiting for lights changes by giving them the real-time updates.
This informs the drivers the length of time they will spend at intersections.

The V2I system also announces the arrival of an era where vehicles communicate with differ-
ent city entities, and vice versa, aiming at mutual benefit. As municipalities make instant data
traffic available, relevant information can be provided to motorist’ dashboards. Traffic man-
agement officials across the world are confident that V2I will lower congestion around major
towns.

Dedicated short range communication (DSRC) is a critical for vehicle-to-infrastructure,
vehicle-to-vehicle, and vehicle-to-roadside communications [54]. DSRC is a key enabler for
the (ITS) [54]. The ITS is considered to be an advanced application that provides the ser-
vices associated with transport and traffic management, ensuring that the computer within
the vehicle, the tools available to the user, and the presentation modes of information are all
working toward the goal of increasing the level of information held, safety, and generally pro-
viding the means to apply that knowledge in a manner that allows for increased efficiencies and
effectiveness on the user side[47].

2.3.3 Vehicle-to-vehicle

The V2V communications refers to the transmission of data between two vehicles using wireless
communications [84] [83]. The ultimate goal of this particular type of technology is to provide
the driver with real-time updates to prevent accidents on the road through the communication
of position and speed data across an ad-hoc mesh network. Depending on the capabilities of
the vehicle, the result would either be a notification to the driver or the on-board computer
for overtaking over to implement evasive maneuvers that prevent accidents [84][83]. V2V com-
munication gives a vehicle the ability to send information to enhance safety, travel times, and
has a central role in autonomous driving. Whereas there is a high possibility that V2V com-
munication will be available on the market, there is also a possibility that they will undergo a
fast transition to V2V communication with these technology appearing as a basic attribute in
upcoming vehicle models. Indeed, the United States and Europe move forwards the deployment
of V2V, with the objectives of using such technology to exchange information, bypass accidents
and build a cooperative intelligent transportation system (CITS) [176].

The V2V provides vehicles with the capability of peer-to-peer communication in an endeavor
to forewarn motorists about an impeding accident and avoid crashes. It employs DSRC to fa-
cilitate the communication between vehicles and relays data such as braking status, direction,
speed, and location [64]. The U.S Department of Transportation (DOT) asserts that the tech-
nology is powerful unlike its predecessors. The radars, camera sensors and the radio technology
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in V2V technology can work up to a distance of 300 meters, and is not impaired by obstacles
or other vehicles [186].

The technology is instrumental in warning motorists of impeding dangers, specifically while
changing lanes or turning at junctions. Moreover, the DOT also reports to vehicles with an
automated driving system which is poised for even greater benefits in the reinforcement of
V2V data thus reducing the risks of accidents. According to the DOT, the application of
V2I and V2V could lower by about 80% the incidence of non-impaired accidents. The agency
further claims that once V2V communication is deployed, it will offer a 360-degree situational
consciousness on the highway and will increase vehicle safety [75].

The V2V technology takes into consideration the personal privacy of motorists. The DOT
asserts that no confidential information regarding the vehicle or driver will be transmitted using
V2V. There are also other efforts to ensure that the system is secure from a cyber security
perspective to make sure that the information sent is safeguarded from all types of digital
attacks.

The V2V protocol will be used in the platooning usecase that will be developed in the
APPSTACLE project within the WP2.

2.3.4 Vebhicle-to-pedestrian

Vehicle-to-Person, or Vehicle-to-Pedestrian (V2P), refers to the ability of an individual other
than the owner/operator of the vehicle to be able to use the vehicle as a wireless hotspot [51]
[43] [117]|. The primary purpose behind this connectivity is to increase the safety of pedestri-
ans, allowing vehicles to transmit safety warnings to pedestrians and decrease the likelihood of
an accident [43] [117]. The goal is to ultimately be able to use this technology to effectively
communicate the speed, location, and trajectory of a vehicle to a pedestrian’s connected device
as a means of decreasing the likelihood of an accident [43][117]. Current limitations associated
with cellular technology have made its application difficult due to the energy constraints asso-
ciated with the cellular technologies available today [117]. Currently, pedestrians are allowed
to exchange safety communication with vehicles via mobile gadgets like smartphones to avert
V2P collisions [51]. Nonetheless, unlike vehicles, the mobile gadgets are energy-limited because
they operate with constrained batteries. Furthermore, the dependability of V2V safety applica-
tions can be increased avoiding the collision between security messages relayed from the mobile
gadgets. In 2014, the V2P terminal system was assembled with the help of terminal equipment
such as smartphones, dedicated terminals for positioning, as well as the 700 MHz-band. In the
trials that were conducted on the public roads in Nagoya and Yokosuka, the system illustrated a
proper 700 MHz-band arrangement between the on-board terminal and the pedestrian terminal
even while making use of Bluetooth [169].

Information distribution and collection, assisted by using Web technology instead of the
Mobile Phone Network [38], concentrates on danger forecast and avoidance. A Web-based
system creates an efficient scheme for gathering, analyzing, and distributing the next-generation
probe data to attain early execution of a setup. This setup gathers information from all types
of vehicles and all types of roads [168|. For instance, as an aging society, the U.S. can expect
more mobility scooters and electric wheelchairs on the roads, which would most likely result in
more accidents. A motion detection system, which detects positional field intensity, and GPS
for assessing the level of proximity between pedestrians, cyclists, and electric wheelchairs who
are all in transit, would inform all road users of looming danger [57].
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2.3.5 Scenarios

Since the driverless technology needs to be safe on the roads, the V2X architecture comes into
play. As defined in the previous section, the V2X idea enables the communication between
various cars on the road for the sake of efficiency. Since it helps in realizing the objectives of
reducing the environmental impact, increasing the traffic efficiency, improving the road safety,
and providing additional benefits to the travelers, we tried in this section to introduce the
different scenarios related to one of the most important types of communications which is the
V2C communication.

e Lack of bandwidth/throughput.
e Out-Of-Coverage zones.
e Service persistence on higher mobility.

e Connection continuity and stability.

Out-of-Coverage:

When the car is not connected, we should gather information about running services in order
to know which services should remain running and which ones should be stopped based on
several parameters such as, location, time, etc. We intend to build a framework which handles
these issues through a prediction system which learns from the service usage history of the
users. In addition, the framework is intended to build a map based on connectivity loss data
(location of connectivity loss, location of connectivity recovery) dubbed “Map of black zones"
(MBZ). This map will allow, identify and prepare in advance the services that are more likely
to be used when the car is in an out-of-coverage zone.

In-Coverage:

When the car is connected, it can use different generations of 3GPP for its connection.
Each generation is characterized by different requirements, such as bandwidth and latency.
Compatibility issues can arise in cases when the used services require a higher (i.e in terms of
bandwidth) 3GPP generation than the one the car is using. So, when the car is connected,
we should identify the requirements of services and prepare them in advance (when the needed
3GPP generation is available) to avoid this problem and improve the QoE. Figure 2.4 depicts
the case where the car goes from one 3GPP generation to another.

021-Coverage:

This scenario concerns the transition from out-of-coverage zone to in-coverage zone. The
connection here is bootstrapped and based on defined service priorities, some services will be
first to get updates from the Internet. Once the connectivity is restored, the exact location is
added to MBZ.

I20-Coverage:

As opposed to the latter scenario, this scenario concerns the transition from in-coverage zone
to out-of-coverage zone. The connection loss location is stored in-car and uploaded to the cloud
once the connection is restored. This will help in building MBZ.

Partial-Coverage:

This is a special case combining in-coverage and out-of-coverage scenarios. In such a scenario,
the V2V communication is enabled. For instance, if vehicle A is out of coverage and vehicle B
is within coverage, A will communicate with B to get updates from the Internet.

10
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The presented technology describe how the vehicles should be aware of many events related
to the network (hand offs operations, link usage, latency, etc), traffic (traffic jams, accidents,
traffic hazard warnings, eco driving etc), and pedestrians. This motivated the next section
where we listed the services requirements defined by 3GPP and ETSI to handle the different
events.

2.4 Connectivity

In deliverable D1.1: "Specification of In-car Software Architecture for Car2X Applications" 3
main categories of are identified:

1. 5G radio access technologies
2. Pre-5G radio access technologies

3. Non-cellular technologies providing wireless access

As the third category was thoroughly presented in the same deliverable, this document will
focus on the other two categories, namely, 5G radio access technologies in Section 2.4.1 and
Pre-5G radio access technologies in Section 2.4.2.

2.4.1 5G architecture and network layers

Since 5G communication is in process of being standardized, we hereby focus on describing
the main concepts that will be part of 5G communication as the initial prototypes and test
trials. The 4G technology first introduced the Evolved Packet Core (EPC), to be the main
framework for providing converged voice and data on IP networks. This allowed the cellular
communication to evolve from the circuit-switched domain into a packet-switched architecture
such as the one used in GPRS/UMTS. The EPC of course can be deployed as software only
components and it can be virtualized, but at the same time is not flexible enough and is being
deployed as a monolithic centralized component that can only cater one use case. Therefore, it
faces great challenges related to the performance as well as the latency in the communication.
However, as technologies move towards IoT additional use cases for LTE are arising. In order
to cope with these challenges 3GPP decided to improve the EPC architecture by the Release 15
that proposes the first set of 5G standards and the maturing of LTE-V2X specifications [160].

Figure 2.7 illustrates an architectural view of 5G communication. The Figure divides the
network into two parts, the user data part (also known as the user plane) and the signaling part
(also known as the control plane). This separates their concerns as well as makes the scaling
independent. The control plane is supported by the 5G transport network and the latter by
the Radio Access Network (RAN). Additionally, the former is further divided into fronthaul
and backhaul packet networks. Backhaul is the linkage between a base station and the core
wired network, and is often fiber or coax, and in some cases broadband, proprietary wireless
links. In most cases the backhaul network is supported by wired communications to enable less
communication latency. The front hall network provides the connection between the cell tower
radio itself (Radio Head or RH) and the mobile network control backbone (the Baseband Unit
or BBU) and CPRI is a well-known standard for this interconnection.

The control plane includes additionally the communication with the IoT application servers
and the EPC. Furthermore, the EPC comprises by two gateways the Serving and the Packet

12
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Figure 2.7: 5G reference architecture

Data Network (PDN) gateway, serving as the Control Plane for the network. The former
is responsible for routing the incoming and outgoing IP packets and the latter serves as a
connection point between the EPC and the external IP networks, called as PDN. The PDN
gateway routes packets to and from the PDNs and performs various functions such as IP address
/ 1P prefix allocation or policy control and charging. The Serving gateway is logically connected
to the PDN gateway and even though 3GPP describes them independently, in practice they
may be combined in a single hardware by network vendors.

Packets in 5G communication are exchanged between the cloud (application servers of Figure
2.7) and the control plane. The control plane is afterwards using the standard TCP, UDP and
IP protocols to exchange packets with the user plane, as illustrated in more detail in Figure
2.8. The BBU is used to form the evolved (Evolved Node B (e-NodeB) in Figure 2.7) the
main point responsible for the transmission/reception of IP packets to/from the control plane.
The BBU also performs packet demodulation as well as amplification to transmit them to the
User Equipment (UE), which denotes the end devices used for communication. Connectivity
between the user equipment UE and the core network is provided by the E-UTRAN. The
E-UTRAN is a collective term for the network and equipment that connects mobile handsets
to the public telephone network or the Internet.

The user plane contains the e-NodeB and UE consists of three sub-layers: Packet Data
Convergence Protocol (PDCP), Radio Link Control (RLC) and Medium Access Control (MAC),
that are illustrated in Figure 2.8. In the same figure we can also observe data exchange through
UDP between the UE and the Serving gateway, which serves as a relay for the EPC. The exact
encoding and format of the exchanged data is provided in the following part of the section.

We will hereby focus on describing the individual protocol layers that support the commu-
nication according to the previous 3GPP standards, as 5G is currently in the process of being
standardized. This is accomplished by starting with the highest applicable layer, which here is
the IP. 3GPP initially described as a part of release 8 of 3GPP (3G standard) that cellular com-
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Figure 2.8: Communication overview in the 5G fronthaul.

munication will use IPv4 addressing scheme to identify the individual nodes on the network.
However, the expanding use of IP addresses created the need of having an IPv6 addressing
scheme to equally increase the number of devices that could be connected to the network.

In the lower layer (layer 2) of the OSI architecture we encounter the Packet Data Conver-
gence Protocol (PDCP) layer (Figure 2.7), which is responsible for header compression and
decompression of IP data of layer 3 as well as the transfer of data (user plane or control plane).
Specifically, PDCP includes also a mechanism to remove the IP header (Minimum 20 bytes)
from Protocol Data Unit PDU, and replace it with a token of 1-4 bytes [78]. The PDCP is
also responsible for the Maintenance of Sequence Numbers (SNs), in order to organize and
synchronize the number of packets received on the network. The particular steps that PDCP
follows in order to transmit the data over a radio interface are described thoroughly in [78].

Another protocol that is found in the same layer is the Radio Link Control (RLC) layer, which
is responsible for the segmentation of the IP packets known as (PDUs) into smaller units known
as Service Data Units (SDUs), error correction through ARQ, concatenation, segmentation and
reassembly of the segmented SDUs to form the PDUs on the receiving end. The RLC also
handles the ARQ protocol. Additionally, the RLC layer can offer error-free delivery of data
by its mechanism of requesting retransmissions of erroneous RLC PDUs. Specifically, for each
incorrectly received PDU, the RLC requests a retransmission. The need for a retransmission
is indicated by the RLC entity at the receiving end to its peer RLC entity at the transmitting
end by means of status reports.

The MAC layer is responsible for the mapping between logical channels and transport chan-
nels. Additionally, on the sending side it is responsible for the PDU construction from multi-
plexing of MAC SDUs into a Transport Block (TB), which is delivered to the physical layer
on transport channels. Likewise, on the receiving side it is responsible for recovering the MAC
SDUs by demultiplexing the transmitted PDUs delivered from the physical layer on transport
channels. Apart from the multiplexing/demultiplexing mechanism the MAC layer consists of a
Hybrid ARQ (HARQ) mechanism, which includes the transmission and retransmission of TBs
on the sending side as well as the reception of ACK/NACK on the receiving side. The MAC
layer can include up to up to eight HARQ processes in parallel to enable continuous transmis-
sion while previous TBs are being decoded. Each of these processes perform a TB blocking send
by stops and awaits feedback from receiver. When a NACK or nothing is received, transmitter
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Figure 2.9: 3GPP network layers as introduced in release 8 (3G communication)

retransmits TB. Finally, the MAC layer supports logical Channel prioritization.

Packets in cellular communication are exchanged by the physical layer using radio interfaces,
which use modulation techniques such as the cyclic-prefix orthogonal frequency division mul-
tiplexing (CP-OFDM) [156]. The physical layer is responsible for operations such as coding,
spreading and data modulation, as well as modulation of the radio-frequency carrier.

Apart from the legacy EPC-connected devices in a standalone LTE environment, 5G com-
munication is scheduled to support Next Generation Converged Network (NGCN) connected
devices. This network offers flexibility and scalability, and it ensures efficient use of available
bandwidth. The underlying reason behind this is the use of Wavelength Division Multiplexing
(WDM) [79] in the physical layer that is optimized for high bandwidth in the core. WDM is
enabling multiple point-to-point interconnections to the Network Terminal Equipment to create
a 'mesh and branch’ topology.

Scenarios for 5G communication

The 5G technology aims in supporting Standalone and Non-Standalone New Radio (NR) oper-
ation (with work for both starting in conjunction and running together). Non-standalone NR
in this context implies using LTE as control plane anchor. Standalone NR implies full control
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plane capability for NR. Standalone and Non-Standalone NR operation (with work for both
starting in conjunction and running together). The following scenarios are provisioned to be
supported in 5G communication:

1. Standalone LTE, EPC connected - legacy
2. Standalone NR, NGCN connected
3. Non-Standalone/"LTE assisted", EPC/NGCN connected

4. Non-Standalone/"NR assisted", EPC/NGCN connected

NextGen NextGen

i NextGen | EPC
o Core Core
NR I i MR T
R T ; | Q
a) Standalone LTE, b) StandaloneNR, c¢) Non-Standalone/’LTE d) Non-Standalone/"NR
EPC connected -  NGCN connected assisted”, EPC/NGCN assisted”, EPC/NGCN
legacy connected connected

Figure 2.10: Available 5G deployment scenarios.

These scenarios are illustrated in Figure 2.8 with an explicit focus on the con-
nection to the UE.

2.4.2 Pre-5G radio access technologies in V2X
NarrowBand loT

Apart from the 3GPP existing 4G and ongoing 5G standards, 3GPP is also providing stan-
dards for cellular Low Power Wide Area Networks (LPWAN) communication mechanisms and
functionalities targeted in low-end devices, such as the ones used in the IoT devices. A repre-
sentative example in this category is Narrowband-IoT (NB-IoT) or often referred to as LTE-M2
[150].

The NB-IoT provides low energy consumption, small volumes of data and transmission over
large distances or deep within buildings. It is based on release 13 of 3GPP and operates at
even lower bandwidths (180 kHz/channel) and lower data rates (20 kbps) in the licensed LTE
spectrum. Mobility is sacrificed in favor of better indoor coverage and support for larger number
of devices. NB-IoT is managed by cellular operators with expected costs and regulations on
access to this network.
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The 3GPP offers three scenarios for LPWAN deployment in NB-TIoT (illustrated in Figure
2.8), which are namely In-Band, Guard-Band and Standalone. Specifically, In Band makes use
of the same resource block in the LTE carrier of the existing LTE network. Furthermore, guard-
band deployment uses the unused blocks within the LTE carrier guard band and standalone
deployment utilizes new bandwidth in comparison to existing technologies (e.g. GSM, LTE).

NB-loT NB-loT NB-loT NB-loT

Regular Regular
LTE Data LTE Data

IN-BAND GUARD-BAND STANDALONE

Figure 2.11: Scenarios for LPWAN deployment in NB-ToT.

LoRaWAN

LoRaWAN [123] is an LPWAN or Low-Power Wide-Area (LPWA) openly defined network
protocol that manages communication between gateways and end-devices with the following
features: (1) establishing encryption keys for application payloads and network traffic, (2)
device to gateway pairing assignments, and (3) channel, power and data rate selection. The
devices in LoRaWAN can be of three types:

1. bi-directional end-devices with downlink followed by uplink, as for example sensor end
devices,

2. bi-directional end-devices with transmission slots scheduled for downlink, as in the case
of actuators, and

3. always-on bi-directional devices, which is intended for low-resource devices to ensure low-
latency such as gateways or servers.

A reference view of the LoRaWAN architecture is provided in Figure 2.9. The figure illustrates
the communication between the LoRaWAN Server, the gateways as well as the end devices.
The gateways are responsible for maintaining radio connectivity as well as may act as transpar-
ent bridge on the network. Furthermore, they ensure seamless network upgrade. Additionally,
the LoRaWAN Server is responsible for maintaining association with end node, configuring
data rates, removing duplicates and the handling security and access control interfaces with
applications. Finally, the LoORaWAN end device in the system has a network communication
and application encryption key. All packets are transparently sent from gateways to a Lo-
RaWAN server without any local decryption to limit the potential risk of compromised clients
and gateways (Figure 2.9).

LTE for machine type communications

LTE-MTC or LTE-M is an LPWA technology standard based on 3GPP’s Release 13 specifica-
tion. It specifically refers to LTE Cat M1, suitable for the IoT. Even though both NB-IoT and
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Figure 2.12: Reference architecture in LoRa

LTE-M use LTE and aims in enabling low-power communication in IoT devices, their main
differences are in terms of throughput, mobility, power, latency, and cost.

Table 2.1 provides insight on the difference in technology characteristics for NB-IoT and
LTE-M. The main differences are found in terms of mobility as well as the technology design.
Specifically, NB-IoT does not provide mobility when change from one cell to another and the
UE have to perform idle rejoin. This introduces a power penalty for moving devices). NB-IoT
is good for sending small and subsequent messages, whereas LTE-M is used to send sequences
of messages, such as data streams. Additionally, LTE-M and NB-IoT have also a difference
in the power saving mode that the support. In particular, LTE-M supports several power
saving modes (e.g: deep-sleep or wake-up only periodically while connected), whereas NB-IoT
supports the Extended Discontinuous Reception (eDRX) [112] mode, which allows reduced
power consumption for devices that are awake and remain connected.

Technology NB-IoT LTE-M
characteristics
Bandwidth <250 kbps (Half Duplex) 384 kbps-1 Mbps (Half or Full Du-
plex)
Coverage 20 dB 15 dB
Mobility No Yes
Designed for Message-Based Communica- | [P-Based Communication
tion
Power saving eDRX [112] Deep-sleep /periodic wake-up

Table 2.1: NB-IoT and LTE-M differences
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Figure 2.13: IoT Network Stack and Standards

2.4.3 loT Technology

[oT has led to the design and development of new technology tailored to low-power and resource-
constraint IoT devices. This section presents an overview of the technologies that enable IoT
and, in particular, communication protocols and operating systems that are commonly used in
[oT systems.

Network Stack

Communication protocols and their relations are usually represented using a network stack. A
network stack is represented in layers for easier design and evaluation. Each layer represents
different functions and offers different methods of data handling. Traditional network stacks
usually consist of five layers [165] or seven layer networks [194]. In this work, we use a four
layer model that resembles the traditional five layer network model. It comprises the application
layer, transport layer, network layer and data link & physical layer. The data received from the
application layer is segmented by the transport layer. These segments are encapsulated into
packets by the network layer. The packets are further encapsulated as frames by the link layer
and these frames are converted to signals by the physical layer. In order to provide abstraction
from the low-level technical details, we combine datalink & physical layer into one layer.

Figure 2.13 presents the network stack describing the protocols commonly used in IoT envi-
ronments. Moreover, we relate the standards upon which the physical & datalink layer protocols
are defined. In the figure, layers are separated by solid lines. Arrows indicate that a given pro-
tocol is built on top of another protocol or built on a given standard. The technical properties
of protocols, namely data transfer rate, communication range and power consumption, are re-
ported in Table 2.2. In the remainder of the section, we review the protocols used in each
layer.
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Protocol Data Transfer Rate | Range Power Consumption
RFID 4-640 kb/s 10 cm-200 m | < 15 mW
Bluetooth 1-3 Mb/s 10 m-100 m 500-1000 mW
Bluetooth Low Energy | 1-3 Mb/s >100 m 100-500 mW
Ethernet 1 Mb/s-100 Gb/s 1 m-40 km > 300 mW
WiFi 2 Mb/s-1.3 Gb/s 100 m-30 km | 500 mW-10 W
GSM 0.5-1.6 Mb/s 100 m-35 km | > 700 W
ZigBee 300 b/s - 2 Mb/s 10 m-20 km 1-1000 mW
ZWave 100 kb/s 30-40 m 1 mW
6LowPAN 300 b/s - 2 Mb/s 20 m - 20 km | 1-1000 mW

Table 2.2: Protocol Properties

Physical layer & data link layer. Several protocols have been used in the physical layer
& data link layer within IoT environments. We classify them based on the network type
they support: Local Area Network (LAN), Personal Area Network (PAN) and Wide Area
Network (WAN). The PAN protocols commonly used in IoT are Radio-Frequency Identification
(RFID) [25], Bluetooth [42], ZigBee [23] and ZWave. RFID |[25] is largely used within IoT
environments to identify devices [161]. RFID is based on the ISO/IEC 18000 standard and
defines the communication between tags and readers. RFID tags are attached to IoT devices for
identification whereas RFID readers consist of a two-way radio transmitter-receiver that sends
a signal to the tag and read its response. Bluetooth is a short-range wireless technology which
was initially standardized by IEEE as IEEE 802.15.1 standard [42], which is used to exchange
information over short distances using short-wavelength radio transmissions. Bluetooth divides
data into packets and transmits them. The Bluetooth Special Interest Group has released a
version of Bluetooth protocol, called the Bluetooth low energy! (or Bluetooth Smart), for low
energy devices. This version enables low power transmissions and consumes around 0.01-0.50
W in comparison to the classic Bluetooth protocol that consumes around 0.5-1.0 W.

The IEEE 802.15.4 standard [36] is intended for low-rate wireless personal area networks
(LRWPAN), which currently can also adapt to high data rates. A protocol based on LRWPAN
specification is Zigbee [23|. Although this protocol builds on LRWPAN, it has additional
components for the network and application layers. The Zigbee standards offer support to
other protocols in the network, transport and application layer. Similar to Zigbee, the Z-
Wave? protocol also works on low-frequency radio bandwidth. It is proprietary protocol and is
not build on any specific standard. It provides the complete network stack from the physical
layer to the application layer.

Among LAN protocols, traditional technologies such as Ethernet and WiFi are often used
in IoT. Ethernet [35] or IEEE 802.3 protocol transmits data as frames, where each frame
has the source and destination addresses. WiF1i is based on the standard IEEE 802.11 [27]
that allows gateway devices to transmit information using radio-waves over high speed Internet
connections. Modern computing devices such as smartphones and tablets typically support
WiFi. Typically, the devices connect to the Internet via wireless access points although this
may be different for other enhancements such as 802.11p.

For WAN;, cellular technologies are often used in IoT environments. The GSM [44] is the
most commonly used digital cellular technology primarily used for transmitting data voice
and services based on 3GPP specification of GSM. GSM describes the protocols for second

"https: //www.bluetooth.com /what-is-bluetooth-technology /how-it-works /low-energy
Zhttp://www.z-wave.com /
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generation (2G) networks which is used for mobile communication and includes GPRS and
EDGE. Applications such as vehicular tracking that require long range communication, are
often based on GSM. Another standard supporting higher-speed 3GPP communications is the
third-generation UMTS. Recent work has also standardized a fourth-generation of 3GPP com-
munications called Long Term Evolution (LTE), while current work is focused on standardizing
fifth-generation to support lower latency and improved resource utilization for IoT devices [140].

Network layer. The most commonly used network layer protocols in IoT are IPv4 and IPv6.
These protocols are variations of the Internet Protocol (IP) [13], both used to identify devices
on the Internet based on unique addresses. IPv4 uses 32-bit addressing schemes whereas IPv6
uses 128 bits addressing scheme. These addressing schemes are used in IoT to identify a group
of sensor devices geographically [92]. IPv6 requires a Minimum MTU (Maximum Transmission
Unit) size of 1280 bytes, whereas the IEEE 802.15.4 link layer allows a maximum frame size of
127 bytes.

The IPv6 over Low-Power Wireless Personal Area Networks (6LoWPANSs) [16] is built on
top of the LRWPAN specification. 6LoWPAN uses encapsulation and header compression
mechanisms to transmit [Pv6 packets over IEEE 802.15.4 networks, thereby creating a mapping
between the link layer and the network layer. This protocol aims to support IP for low power
IoT devices.

Thread? is another network layer protocol specifically designed for home automation, which
is based on IPv6 and 6LoWPAN. Thread allows peer-to-peer communication of devices over
a local wireless mesh network. Such IP-based mesh networks allow devices to connect and
communicate with each other easily. Since it is based on 6LoWPAN, it supports low-power IoT
devices.

IoT systems are also reusing the architectures and protocols of Wireless Sensor Networks
(WSN), in order to extend them through the addition of web resources. This allows to facilitate
software reusability and application development. A particular type of WSN IoT network
architecture that is used in IoT is low-power and lossy network (LLN). In such networks, devices
and routers have memory and processing constraints. Moreover, routers typically support low
data rates and are unstable. RPL [21] is a IPv6 routing protocol for LLN that efficiently routes
multipoint-to-point (from devices to a central point), point-to-multipoint (from a central point
to devices) and point-to-point (between the devices) traffic. This protocol uses Destination
Oriented Directed Acyclic Graphs that enables traffic to move up to the root or down to leaf
nodes in the graph.

Transport layer. Transmission Control Protocol (TCP) [14] and UDP [146] are widely used
protocols in the transport layer for IoT. TCP is connection-oriented and UDP is connection
less. This distinction makes TCP more reliable than UDP as TCP guarantees that all packets
are delivered. However, it is not scalable for small data transmissions in IoT devices [190].
UDP is more suitable for real-time communication where delay is not tolerated.

Application layer. In the traditional Internet protocol stack, the most common protocol in the
application layer is HT'TP. It can be run over both TCP and UDP. However, HTTP is verbose
and complex, and adds a significant parsing overhead. This may not be suitable for constrained
devices. Moreover, HT'TP inherits the limitations of the protocol at the transport layer on

Shttps:/ /threadgroup.org/
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Operating System | Kernel Size RAM ROM Protocols

Contiki OS 3.876 kB 2-10 kB 30 kB IPv4, IPv6, RPL, TCP
TinyOS 0.4-1 kB < 1kB < 4kB 6LoWPAN

RIOT OS 1.5 kB 1.5 kB 5 kB 1Pv6, UDP, 6LoWPAN, RPL
MynewtOS 6 kB 8 kB 64 kB Bluetooth Low Energy, Thread

Table 2.3: Operating System Properties

which it runs [190]. To overcome these limitations several application layer protocols have been
developed. Their goal is to enhance communication between middleware and application layer
by minimizing the overhead.

Constrained Application Protocol (CoAP) [32] is one of the most commonly used protocols
for ToT devices and is based on the client-server model. It runs over UDP and performs
asynchronous message exchanges. CoAP has low header overhead and hence simplifies the
process of parsing [164]. HTTP and CoAP can also be used in association with representational
state transfer architecture [18] that makes it possible to access the resources of an IoT device
through an uniform resource identifier. Another commonly used application layer protocol is
Message Queue Telemetry Transport (MQTT) [30], a lightweight messaging protocol on top
of the TCP/IP protocol. It is mainly used for communication with remote locations where
network bandwidth can be limited. MQTT is based on the publish-subscribe paradigm, where
the sender (i.e., the publisher) transfers the message to a broker who distributes the messages to
the interested clients (i.e., subscribers). One of the commonly used MQTT broker is Mosquitto
[8]. Since MQTT runs on top of TCP, it may not be suitable for applications that require
real-time processing. Another application layer protocol commonly used in IoT is Extensible
Messaging and Presence Protocol (XMPP) [29]. This protocol is used for streaming extensible
markup language elements and real-time exchange of structured data. The main features of
XMPP are extensible messaging and presence protocol?. Extensible messaging implies an open
standard application used for sending real time messages between clients. The presence protocol
implies that the protocol indicates the server about the status of the client whether it is online,
offline or busy.

Operating Systems

An operating system (OS) manages resources, schedules process and executes application ser-
vices. In addition to this, it also implements the network stack. In this section, we present
an overview of the main operating systems that have been developed for IoT environments.
These OSs usually require less memory and are suitable for low-power and memory-constraint
devices. The properties of these OSs in terms of kernel size, memory and suitable protocols are
reported in Table 2.3.

Contiki OS [4]: Contiki OS is written in C programming language with a kernel size of
3.876Kb. Contiki OS provides support for IPv4 and IPv6 both implemented using ulP. ulP
is a TCP/IP protocol stack typically used for micro-controllers. The IPv6 stack contains the
6LoWPAN header compression. Contiki OS also implements another protocol stack called
Rime. Rime is a lightweight protocol stack for low power wireless networks that aims for
reliable transmission. The advantage of Rime is that it provides support to the applications to
implement protocols that are not already present in the Rime network stack. Contiki OS also

“https://xmpp.org/about/
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provides support for RPL which is implemented as ContikiRPL [174].

TinyOS [118]: TinyOS is written in nesC [88] and has interfaces for sensing, actuation,
storage and routing. The kernel size is around 0.4-1 kB and is smaller compared to Contiki
OS. TinyOS implements a network stack based on 6LoWPAN. In addition, TinyOS provides
mechanisms for data collection and dissemination®. The mechanism for data collection aims
to collect data from the network and transmit it to a central node such as a base station. The
dissemination mechanism aims to deliver data to every node in the network in a reliable way to
prevent packet loss. TinyOS also provides a mechanism for reliable routing and transmission
of data called TYMO®. TYMO is a varient of DYMO [15] (dynamic mobile ad hoc network
on-demand) routing protocol used for point-point routing in mobile ad hoc networks.

RIOT OS [55]: RIOT OS can run on 8-bit, 16-bit and 32-bit processors. It supports the
use of programming languages such as C and C++ enabling the use of built-in libraries. RIOT
OS provides support for IPv6, 6LoWPAN, RPL, UDP and CoAP. Some of the works on RIOT
OS also implements Named Data Networking protocol stack [162]. Named Data Networking
focuses on a data centric communication model rather than the commonly used host centric
approach.

MynewtOS7: MynewtOS is a real-time operating system for IoT written in C programming
language. The size of the OS kernel is 6 kB. MynewtOS supports the Bluetooth Low Energy
protocol at the physical & datalink layer and the Thread protocol at network layer along with
basic IP support. This OS also provide a remote monitoring tool for the configuration, upgrade
and management of IoT devices®.

the availability of multiple WAN and LAN connections as well as the dynamicity of the V2X
environment increase the possibility of architectural vulnerabilities as well as security threats,
To detect the threats as well as to provide mechanisms of protection against them we need to
employ security mechanisms for the V2X environment.

2.5 Security

The global technology offered through V2X raised many challenges related to security. The
purpose of this section is to explore some of the identified security threats and solutions to
connected cars. The vehicle to cloud, vehicle to infrastructure, vehicle to pedestrian, and
vehicle to vehicle threats and solutions are explored as means of documenting the existing
research on security, allowing a greater understanding of current issues within the field and the
role of society to address those areas of concern.

The underlying goal and purpose associated with the implementation of new technologies
is noble. In the case of connected cars, the goal is to provide increased safety on the road,
allowing for decreased accidents, decreased infrastructure cost, decreased delays in traffic, and
a general efficacy increase to the transportation process [89]. Unfortunately, as with many
technologies, the potential for exploitation of those technologies is great[89]. The use of DSRC
allows for the spontaneous communication between the vehicle, other vehicles, other humans,
and other communication devices without the ability of the user to effectively limit the data
being sent[89]. As a result, one of the largest security areas of concern is that of privacy; while

®http://tinyos.stanford.edu/tinyos-wiki/index.php/Network Protocols
Shttp://tinyos.stanford.edu/tinyos-wiki/index.php/Tymo
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machines are able to communicate with one another, the network can be tapped into by others
without authorization, allowing for the collection of data on the habits of a specific individual,
ranging from anything from their driving practices to their routes, most frequent stops, and
general habits[89][148]. Developers of the technology are aware of the adverse uses potential of
it. However, the technology has continued to move forward, being viewed as a necessary risk,
due to the ability to increase the safety of transportation as a whole[148]. Researchers have
looked into different security architectures for implementation within the vehicles, including
Public Key Infrastructure based solutions that require the presence of a particular certification
for data access,[89].

Further challenges and security risks arise when one explores the potential to manipulate
data going to or from the vehicle through the modification of a single sensor, causing a vehicle
to transmit false information or to result in the reception of false information from another
vehicle[124]. This has the potential, if used improperly, to allow for increased congestion, traffic
manipulation, and even can lead to the potential of major or minor accidents [124]. While the
implementation of RFID technologies has been recommended as means of working to decrease
the risk associated with this concern, there are other potential problems, including not just
the electronic manipulation of sensor data, but the potential for the sensor to fail mechanically
as well due to the lack of energy constraints related to sensors in vehicles, which could result
in a sensor overload. Alternatives are considered, including the use of Bluetooth and ZigBee
technologies, allowing the operation of industrial, scientific, and medical (ISM) frequency and
the operation on a radio spectrum, decreasing the likelihood of interruption [124].

The group, Network on Wheels is a Germanic research project completed in tandem with
the different manufacturers, suppliers, research institutes, and universities who are supported
by the German government [81]. The goal of this organization is to work to identify the
different security threats that could occur within the connected vehicle, allowing for the creation
of a vehicular communication system that will utilize ad hoc networks principles with the
combination of LAN technologies in order to provide “infotainment" and security applications
within the context of the vehicular environment [81]. While researchers have not yet identified
the measure of success of this organization, the presence of the organization indicates that the
companies who are working on implementing the technologies are aware of the potential security
threats associated with the use of the technology and, even if such solutions are not immediately
present at this time, steps are being taken to work to reduce the amount of vulnerabilities in
vehicles in order to create a network that allows for server-oriented communications using a 3G
or 5G network that requires a subscription for data transmission, storage, and used as a means
of additionally layering security options [40][187][81].

However, the connected cars just like the other devices connected to the Internet can be a
potential target for hackers. Actually, authors in [185] survey the attacks within the vehicle and
some protection methods. As the connected cars are target for hackers via the communication
with Internet, the in-vehicle and inter-vehicle communication can also be a target for hackers.
Authors in [105][113] introduce the security and attacks toward such vehicles, also Mahmoud
H. et al. [77] they made a state of the art research regarding the different attacks against
connected cars and research studies that have been done to avoid such threats, they look from
security perspective to the in-vehicular network arriving to the cloud platforms, giving an
example by the Ericsson’s Connected Vehicle Cloud (CVC). In addition, the authors in [111]
they survey the integrity and the different cryptographic systems used for authentication in
vehicular communication related to V2X technology, also they extend a description about the
role of the vehicular public-key infrastructure in the credential and identity management for
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VC. Also, in [114], it is proven that they can attack the vehicle by accessing the in-vehicle
network. In addition, some research projects focused on securing the connected cars and their
communication with the cloud [10][6]. The 5G V2X approach will provide high availability
and low latency, but should also provide a secured environment to the deployment of such
technology. The 5G Infrastructure Public Private Partnership (5GPPP) [34]| highlights the
challenges facing the future of connected cars using the 5G radio technology. Based on those
challenges, they define the security requirements as well as the research studies that should be
taken into consideration (Identity Management, Privacy, Update the cryptographic algorithms,
etc.) to avoid those issues [2].

2.5.1 Attacks on connected cars

Scope

As defined in the ITS architecture 2.14, the three main communications domain are the in-
vehicle domain, V2X domain and the infrastructure domain.

Infrastructure Domain V2X Domain In-Vehicle Domain
O
RsU ==\
pwsi_iﬂg;
ey ™
ensors| ECUs
-

Figure 2.14: ITS architecture. RSU, road side unit; OBU, on-board unit; AU, application unit;
ECU, electronic control unit; TPM, trusted platform module.

The attacks on these domains are different and well listed in table 2.4, the ones related to the
In-vehicle domain are described in D1.1 and the ones related to the infrastructure domain are
described in D3.1. Connected cars are the future of vehicular transportation, not only from the
convenience point of view but also from a personal safety aspect. Having your car connected
to the network and through that indirectly to all other vehicles, items of infrastructure, pedes-
trians etc. offers a completely new way of securing the driver and decreasing the amount of
traffic accidents. But increasing the connectivity of the car simultaneously increases the risk of
it being attacked through the network. Without proper security precautions not only specific
cars, but the whole network, is under threat and could be compromised by a skilled attacker.
There are numerous examples of connected cars being remotely controlled, either by so called
CHTs (Car Hacking Tools) or fully remotely through the cellular network, Bluetooth or Wi-Fi
connected to it. This document will focus more on the fully remote access through connectivity,
it being the focus of the project in general, but the CHT will also be presented as it also poses
a serious threat to the end user and should be taken into consideration. The fact is that in the
future every car will be a “mobile server” that could be accessed roughly in the same way that
modern servers nowadays can be attacked. This poses a serious threat to the fundamental idea
of creating a network of connected cars, the idea of someone being able to access your car’s
functions, i.e. breaks, engine, infotainment system, in worse case scenario while at high speeds,
it could lead to grave consequences. In Section 3.5 of D1.1: Specification of In-car Software
Architecture for Car2X Applications, we present some of the known attacks against connected
cars carried out to date, what the consequences could have been and what actions were taken
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Types of attacks on V2X | Examples

Confidentiality Eavesdropping, information gath-
ering, bogus information, sharing,
traffic analysis, location spoofing

Privacy Location tracking, identity disclo-
sure
Integrity and data trust Message  fabrication/Suppression,

information forgery, masquerade,
replay, delation, man in the middle

attack.
Authenticity and identifica- | Sybil attack, impersonation, mas-
tion querading, replay attack, GPS
spoofing, tunneling, key/certificate
replication, message  modifica-

tion/alteration, message tampering

Availability Denial of service, jamming, broad-
cast tampering, spamming, black
hole attack

Table 2.4: Attacks on V2X

to fix the problems that allowed the attackers to access the system as well as some specific
examples on traffic infrastructure potentially affecting the connected car network being hacked,
meaning further restrictions to the communication defined within the APPSTACLE project.
Taking the possibility of attack in regard when defining V2X communication is crucial, when
thinking about threats. If an attacker is able to get into the car’s systems, through which the
V2X communication also is conducted, it offers him/her the possibility to tamper with that
as well, which could, in the worse case scenario, tamper with the whole infrastructure of the
connected car network. Corruption of the systems upon which this network and communication
is built could prove fatal in many such regards. The purpose is to raise awareness regarding
system architecture and security planning as well as present a state of the art survey of some
attacks and what to especially think about when designing a connected car system in addition
to some future directions and plausible threats in the future based on the practical examples
presented.

Attacks on V2X

Consequences to V2X communication

The attack surfaces critical to all kind of V2X communication are, of course, such that they, as
functional, provide some kind of compatibility what comes to V2X. Effectively, almost every
system in the car can prove critical in this aspect, given that the systems communicate with
one another, but some have direct consequences, i.e. They can directly affect the V2X commu-
nication in ways that would compromise the safety of the driver. These include, but are not
excluded to;
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e Attacks on infrastructure, giving false information to the vehicles reading it (road, signs
etc.).

e Machine vision, falsifying the perception of other components in the network.

e In-vehicle devices, gaining access to control systems that control critical functions for
either communication or driver safety.

e LIDAR and RADAR, falsifying the function of the LIDAR system, leading to false infor-
mation.

e Odometric sensors, map poisoning and GPS, falsifying the positioning.

e Other vehicles, interfering with V2V communication.

e Attacks on the CAN bus.

In addition to these, all of the other attack surfaces described could, in one way or another, have
indirect effects on the communication. These threats are to be taken very seriously, given that,
with the security standards many cars yet today exercise, many of these targets aren’t too hard
to access by an experienced attacker and that the consequences from even the slightest attacks
could be fatal. Petit and Shladover further identify attacks on the GNSS (Global Navigation
Satellite Systems) as the most severe, due to the feasibility and impact of these attacks. They
also mention some standardization work done by ETSI for defining mitigation techniques for
cyber attacks affecting V2X communication.

2.5.2 Network Security

As the usage of V2X automotive connectivity grows and becomes common in many architec-
tures, a lot of issues are brought to the surface [82]. Addressing this problem becomes a reali
challenge if we consider the different forms of V2X automotive connectivity that are found in to-
day’s systems, such as vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) short-range
communication, as well as vehicle-to-Internet communication via an embedded modem that can
communicate over cellular networks as described in Section 2.4 for wider-range communications.

The attacks in V2X systems that were presented in Section 2.5 can be divided in the following
categories:

e Attacks against end user’s confidential information
e Attacks on network accessibility or availability

e Authorized messages that give false warnings
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It is well known fact that Serving Data Network (SDN) in 5G communication (Section 2.4)
can bring a lot of benefits because of decoupling the control from the data plane 2.15. But
still there is a vulnerable relation between SDN and DDoS attacks. SDN itself may be a target
of Denial of Service DDoS attacks. Network capabilities, such as global view of the network,
dynamic updating of forwarding rules and so on, can facilitate DDoS attacks detection, but
the separation of the control plane from the data plane leads to emerging new types of attacks
on the network availability [110]. For instance, an attacker can use the characteristics of SDN
to launch DDoS attacks against the control, infrastructure and application layers of an V2X
system.

Services and Applications

SDN Controller

Control Plane Communication
és BS ABS éBS 3G/5G/LTEfLoRA/Narrowband loT
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Figure 2.15: Communication layers of C-V2X architecture

Threat analysis

Adversaries target vulnerable vehicles or RSUs in order to gain access to to the rest of the
V2X network and the different V2X functionalities. To this end, an attack may target the
V2X network, the individual nodes (e.g. vehicles, RSUs) or the exchanged data between the
nodes. Adversaries can even navigate themselves to the core in-vehicle network with methods
that are discussed in D1.1: Specification of In-car Software Architecture for Car2X Applica-
tions. Hereby, we discuss the parameters and means that characterize an adversary in a V2X
environment:

1. Membership: An adversary can be either an insider, meaning an authenticated member

of the network or an outsider, meaning an intruder. In the insider can we consider entities
that have the internal network key.
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2. Motivation: The adversary may have malicious means, in order to interrupt and harm
the system’s operation or can be rational, in a way of seeking personal profit from an
attack on the system

3. Method: An attack on a V2X system can be active by generating packets or signals as
well as passive where the adversary is only eavesdropping

4. Scope: The adversary may perform an attack by controlling a local part of the network
(certain vehicles or RSUs) as well as an extended part of the network, in which case the
attack may have a more sever impact as he/she controls several entities that are scattered
across the network

The available network security mechanisms are divided in the following categories:

e Physical Security [183]: Requires of tampering protection mechanisms and tamper proof
devices

e Digital signatures and Certificates: Fast implementation in comparison to other tech-
niques, but often the performance requirements for the key computation can only be met
when dedicated hardware is provided [128]|. Additionally, an V2X system entity (e.g.
vehicle, RSU) can still send valid compromised messages when it is infected.

e Firewall Gateway [184]: Signature-based detection, which requires frequent rule update

e Honeypot [178] : Vast effort and cost in providing a simulated though realistic function-
ality of the entire V2X system as a vulnerable target for an attacker

e Software security:
— Intrusion detection systems (IDS) [151]
— Intrusion prevention systems (IPS) [179]

From the presented mechanisms IDS and IPS mechanisms are considered the most promi-
nent Y, since they use advanced detection logic to also allow detection and protection against
zero-day attacks. Attacks are presented in the form of malicious and unauthorized activity.
Detection is achieved by network monitoring the V2X activity and detection of suspicious and
anomalous behavior. The detection is usually based on deep packet inspection and analysis as
well as analysis of the data exchange flow. In this way it allows protection against zero-day
attacks. An IDS can operate in the level of the host application (Host-based IDS) as well as the
communication network (Network-based IDS). Both categories require an initial configuration
phase, where they learn the normal system behavior, in order to create a baseline in order to
detect anomalies

Intrusion Detection Systems (IDS)

The main characteristic of V2X communication is its collaborative Internet of Things (IoT)
nature. The variety of entities that synthesize the Internet of Vehicle (IoV) environment (e.g.

https://www.lbmcinformationsecurity.com/blog /ids-and-ips-101-how-each-system-works-and-why-you-need-
them
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vehicles, RSU’s etc) use different types of communication protocols and connections, which can-
not be monitored by an IDS that resides within a single vehicle. Such IDS is called standalone
and is deployed to monitor the behavior of in-vehicle networks (see APPSTACLE deliverable
D1.1). To be able of providing end-to-end network security in an IoV environment two further
categories of IDS systems should be defined:

e Cooperative IDS: Cooperative IDS are characterized by cooperation between neighboring
nodes to detect the intrusion, if detection is unaccomplished individually. This coopera-
tion is realized by exchanging information or alerts in a distributed setting. The major
problem for this type of IDS is that they cause degradation of network performance by
traffic exchanged between IDS agents. Cooperation between the IDS based on techniques
different as mobile agents and neural networks.

e Hierarchical IDS: To remedy the lack of cooperation between different IDS proposed for
ad hoc networks, an alternative method has been proposed for intrusion detection. This
approach is based on the division of the network into a set of groups (clusters) each having
one cluster Head determined by a cooperative algorithm between nodes. Hierarchical
intrusion detection Systems try to reduce the cooperation between nodes by dividing the
network into clusters. In this case the cooperation is carried out between the elected
cluster Head and each of members of the same cluster, as is the case in ad hoc multilayer
networks. Therefore to however is

Signature-based: REST-Net [173] is an Intrusion Detection System that enables ADAS to
detect fake Messages by monitoring and analyzing Beacon data. It uses patterns (or rules) to
define invalid actions of users and thereby detect an adversary.

Behavior-based: In [151] the authors propose a Misbehavior Detection System (MDS) that
relies not only on the protocol-specific actions of nodes but also on the data these nodes provide.
The MDS is a behavior-based IDS that operates on each node